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� Morning lectures by David Sumpter. 

� Afternoon practical sessions.  
1.  Differential equation models (Stam Nicolis)  
2.  Self-propelled particles (Daniel Strömbom)  
3.  Data analysis (Andrea Perna) 
4.  Model fitting (Richard Mann) 

� Wednesday guest talks in the morning 
(Mario Romero, Jens Krause, Peter 
Hedström) then free afternoon. 

3 



1, Modelling animal behaviour (1). 
2, Functional explanations (2, 10). 
3, Information transfer and synergy (3, 10). 
4, Information transfer in humans. 
5, Group decision-making (4). 
6, Collective motion (5). 
7, Quantifying individual interactions. 
8, Collective structures (7). 
9, Negative feedback and regulation (8). 
10, Complicated individuals (9). 
 
Sumpter (2010), Collective Animal Behavior, Princeton University Press. 
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� Please ask questions during the lectures 
(and afterwards). 

� Balance between mathematics and 
biology. 

� Ask me if you want me to cover 
something in particular later during the 
week. 

� I will put up pdf’s of the talks in a 
Dropbox I will share with you. 
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Modelling Animal Behaviour 
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A way of travelling securely from A to B. 
 
A: Assumptions about the world. 
 
B: Consequences of those assumptions 
 
Mathematics is rigorous thinking. 
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1, Explain data as simply as possible. 

2, Link together levels of explanation. 

3, To provide detailed descriptions.   

4, To predict future outcomes. 
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Provide one or two simple rules from 

which everything else is explained. 
 
This is qualitative modelling, but 

necessarily some comparison to data.  
 
Explanation ratio: Explained/Assumptions 

Dawkins: http://richarddawkins.net/articles/2236 
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  is the number of ‘infected’  individuals;  
  is the rate at which they contact others;  
  is the probability that a contact is with an 
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Disease spread: 
 
 

  
   
  is the number infected;  
  is the rate of contacts;  
  is the proportion of individuals that are 
  susceptible. 

dx
dt
= px(1− x

n
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x
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n
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Nannyonga et al. (2012) PLoS One 
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Yeast growth: 
 
 

  
   
  is the number of bacteria;  
  is the rate of dividing;  
  is the proportion of environment which is 

 unoccupied. 

dx
dt
= px(1− x

n
)

x
px

(1− x
n
)

Otto & Day (2007) A biologists guide to mathematical modelling. 
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Information: 
 
 

  
   
  are the ants foraging at a site;  
  is the rate of recruitment to a site;  
  is the proportion of colony who don’t know 

 about the site yet. 

dx
dt
= px(1− x

n
)

x
px

(1− x
n
)

Detrain (2001) Self-organisation in biological systems 
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Figure 2. Time evolution of the number of workers on the arena during five 
experiments each on Societies 1 (fig. 2a, large colony) and 2 (fig. 2b, small 
colony). The solid curve in fig. 2a corresponds to the experiment in fig. 1. 
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Innovation (Diffusion): 
 
 

  
   
  is the number adopting a technology;  
  is the rate of informing about technology;  
  is the proportion of individuals not yet 

 using the technology. 

dx
dt
= px(1− x

n
)

x
px

(1− x
n
)
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Large aggregates cannot be understood by 
simple extrapolation from the behaviour 
of a few particles. 

 
Need mathematical models to integrate 

our understanding from one level to the 
next. 

 
Explanation ratio may be lower, but more 

detailed. 
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P. W. Anderson (1972) Science 
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Couzin et al. (2002) Journal of theoretical biology 
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within this zone:

drðtþ tÞ ¼ %
X

nr

jai

rijðtÞ
rijðtÞ
!

!

!

!

; ð1Þ

where rij¼ (cj –ci)/|(cj –ci)| is the unit vector in
the direction of neighbour j. Note that storr
avoids singularities in eqn (1). This behavioural
rule has the highest priority in the model, so that
if nr 4 0, the desired direction diðtþ tÞ ¼ drðtþ
tÞ: The zone of repulsion can be interpreted as
individuals maintaining personal space, or
avoiding collisions.
If no neighbours are within the zone of

repulsion (nr¼ 0), the individual responds to
others within the ‘‘zone of orientation’’ (zoo)
and the ‘‘zone of attraction’’ (zoa). These zones
are spherical, except for a volume behind the
individual within which neighbours are unde-
tectable. This ‘‘blind volume’’ is defined as a
cone with interior angle (360%a)1, where a is
defined as the field of perception (see Fig. 1). An
individual with a ¼ 3601 can respond to others
in any direction within the behavioural zones.
The zone of orientation contains no detectable

neighbours with rrpjðcj2ciÞjoro and the zone
of attraction no detectable neighbours with
ropjðcj2ciÞjpra: The widths of these zones are
defined as Dro ¼ ro % rr and Dra ¼ ra % ro:

An individual will attempt to align itself with
neighbours within the zone of orientation, giving

doðtþ tÞ ¼
X

no

j¼1

vjðtÞ
vjðtÞ
!

!

!

!

ð2Þ

and towards the positions of individuals within
the zone of attraction

daðtþ tÞ ¼
X

na

jai

rijðtÞ
rijðtÞ
!

!

!

!

: ð3Þ

The attraction represents the tendency of organ-
isms to join groups and to avoid being on the
periphery, whereas the orientation allows collec-
tive movement by minimizing the number of
collisions between individuals. If neighbours are
only found in the zoo (n¼ no), then diðtþ tÞ ¼
doðtþ tÞ; likewise if all neighbours are in the zoa
(n¼ na), then diðtþ tÞ ¼ daðtþ tÞ: If neighbours
are found in both zones, then diðtþ tÞ ¼
1
2½doðtþ tÞ þ daðtþ tÞ': In the eventuality that
the social forces result in a zero vector, or if no
individuals are detected, then diðtþ tÞ ¼ viðtÞ:
Decision making in animals is subject to

stochastic effects (e.g. sensory error, movement
error). This is simulated by modifying diðtþ tÞ
by rotating it by an angle taken at random from
a spherically wrapped Gaussian distribution
with standard deviation, s (Table 1).
After the above process has been performed

for every individual they turn towards the
direction vector diðtþ tÞ by the turning rate y:
Provided the angle between vi(t) and diðtþ tÞ is
less than the maximum turning angle yt; then
viðtþ tÞ ¼ diðtþ tÞ; if not, the individual rotates
by yt towards the desired direction. To simplify
the analysis of parameter space initially we
assume that individuals move at a constant
speed of s units per second (we investigate the
importance of differences in individual speed
below). Following these rules individual trajec-
tories can be integrated over time to explore how
the behavioural responses influence collective
behaviour.

ANALYSIS OF THE MODEL

To analyse the collective behaviour of the
model, we explore the consequences of changing

z
x

y

zoa

zor

zoo

α°

(360 - α)°

Fig. 1. Representation of an individual in the model
centred at the origin: zor¼ zone of repulsion, zoo¼ zone of
orientation, zoa¼ zone of attraction. The possible ‘‘blind
volume’’ behind an individual is also shown. a¼ field of
perception.

COLLECTIVE BEHAVIOUR OF ANIMAL GROUPS 3



Couzin et al. (2002) Journal of theoretical biology 
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Fig. 3(E) and (F) show the group polarization
pgroup and angular momentum mgroup, respec-
tively, as Dro and Dra vary. The area of zero
values when Dro and Dra are relatively low
[Fig. 3(E) and (F), region e] corresponds to the
area of parameter space, where groups have a
greater than 50% chance of fragmenting. Since
the collective behaviour is dependent on group
size, analysis is only performed on non-fragmen-
ted groups. The group types shown in Fig. 3

exist for all group sizes analysed, although the
range over which the torus and dynamic parallel
groups form tends to decrease as the group size
decreases. The field of perception also influences
the collective behaviour. The range in which
groups form a torus is diminished to a very small
range of Dro and Dra when the field of
perception, a; is 3601, but increases as a
decreases. Parallel groups become more elon-
gated along their principal axis (the direction of
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Fig. 3. The collective behaviours exhibited by the model: (A) swarm, (B) torus, (C) dynamic parallel group, (D) highly
parallel group. Also shown are the group polarization pgroup (E) and angular momentum mgroup (F) as a function of changes
in the size of the zone of orientation Dro and zone of attraction Dra: The areas denoted as (a–d), correspond to the area of
parameter space in which the collective behaviours (A–D), respectively, are found. Area (e) corresponds to the region in
parameter space, where groups have a greater than 50% chance of fragmenting. N¼ 100, rr¼ 1, a¼ 270, y¼ 40, s¼ 3,
s¼ 0.05. Data shown in (E) and (F) are the mean of 30 replicates per parameter combination.

I. D. COUZIN ET AL.6



 
Put everything we know down in one 

place. 
 
Quantitative modelling. 
 
Test that this knowledge is self-consistent. 
 
Find out if we really do understand how the 

system works. 
 

19 
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 Longabaugh, Davidson & Bolouria (2005) Developmental biology 
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 Pratt et al. (2005) Animal behaviour 
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Figure 1. Model of the behaviour of active ants responsible for organizing colony emigrations. Boxes represent behavioural states and arrows
represent transitions between them. Colours indicate the four major levels of an ant’s commitment to a candidate nest site: Exploration (blue),
Assessment (red), Canvassing (amber) and Commitment (green). The first subscript i in each state identifies the nest that the ant is currently
assessing or recruiting to. The second subscript f identifies the nest from which the ant recruits (either the old nest or a rejected new site to
which nestmates have been brought by other ants).

PRATT ET AL.: MODEL OF NEST SITE SELECTION BY ANTS 1025



Stainforth et al. (2005) Nature 
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1, Explain data as simply as 
possible. 

2, Link together levels of 
explanation. 

3, To provide detailed descriptions.   

4, To predict future outcomes. 

 

Decreasing 
level of 
abstraction 

Increasing 
level of 
description 
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1, Explain data as simply as 
possible. 

2, Link together levels of 
explanation. 

3, To provide detailed descriptions.   

4, To predict future outcomes. 

 

Qualitative 
comparison 
between 
systems 

Quantitative
description 
of 
particular 
system 
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1, Explain data as simply as 
possible. 

2, Link together levels of 
explanation. 

3, To provide detailed descriptions.   

4, To predict future outcomes. 

 

Fun! 

Hard 
work 
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